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 A novel approach to creating rapid and affordable forecasting models 

"Funes not only remembered every leaf on every tree of every wood, 
but even every one of the times he had perceived or imagined it." 
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A Brief Description of the Funes Methodology  
 

ñFunesò is a generic term we use to refer to simple models that forecast the value of a variable 

(dependent variable) by looking at the forecast of one or several correlated variables 

(independent variables) and searching for similar patterns in the historical records. In a certain 

way, a Funes model is a computerized version of the "elder of the tribe", who recalls events from 

the past, and uses that knowledge to forecast the future whenever he faces patterns he recognizes. 

 

The most important traits of a Funes model are its simplicity and its ability to use all sorts of 

data: time series from different sources, with different precision, units, or spacing can be 

seamlessly integrated into a Funes model. Typical implementations produce run times on the 

order of milliseconds, and they only require basic computational power. It goes without saying 

that, as in any model, the quality of its outputs is highly dependent on the quality of its inputs. In 

a Funes model the quality of the inputs can be assessed by the correlation between the patterns 

defined by the independent variables and the value of the dependent variable. 

Basic Concepts of the Funes Methodology 

 

The Funes algorithm works by comparing forecasted scenarios to observed scenarios. A scenario 

is a set of variables (independent variables) that are somehow correlated to a variable we want to 

forecast (dependent variable). Usually, a scenario consists of the values of the variables 

corresponding to the same time. 

 

The variables, both independent and dependent, usually come in the form of time-series. A 

scenario, therefore, is obtained by traversing all the time-series at a given time. To be useful to 

Funes, an observed scenario must have a corresponding observed value of the dependent 

variable. The following figure illustrates these concepts. 
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In thise figure we show a model that uses precipitation data, aggregated by different time periods 

(p1...p224), as independent variables, and the inflow to a dam as the dependent variable we want 

to forecast. Funes will be then be provided with precipitation forecasts, with which it will 

generate a forecasted scenario (p1...p224), sometimes called "target" scenario. Next, it will 

navigate the set of observed (historical) scenarios assessing the similarity between each of them 

and the "target". After this analysis it builds a ranking of similarity. With that ranking it can 

perform two types of calculation: Deterministic or Ensemble. 

Deterministic  

 

Since a scenario is a set of values, we could consider it a "multidimensional point", where each 

independent variable represents a different dimension of the space where these points would be 

located. If we also add the dependent variable as a dimension, then we can interpolate these 

points to create a "response surface". This response surface constitutes the "memory" of Funes. 

With this surface we can forecast a value for the dependent variable by finding the location of 

the forecasted scenario on it. 

 

To illustrate the methodology, in the following figures we can observe the response surface of a 

simplified version of the Funes inflow forecasting model developed for the Nangbeto Dam in 
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Togo. The original model consisted of five independent variables (7-day, 14-day, 21-day, 56-

day, and 224-day mean precipitation of the average of eight pluviometers), and one dependent 

variable, the inflow Q. This resulted in a 6-dimensional response surface, which is impossible to 

visualize in a graph. In this example, we are only using 7-day and 21-day, so it results in a 3-

dimensional response surface. 

 

In the following figure we can observe the response surfaces created by using different powers in 

an "Inverse Distance Weighted" (IDW) interpolation. Also, in the bottom-right we can see the 

effect of using different weights for each dimension, which is mathematically equivalent to 

"stretching" the space differently in each direction before applying the interpolation. This allows 

the incorporation of loosely correlated variables into the model, by assigning to it a lower weight 

than the one assigned to highly correlated variables. 

 

 
IDWpower = 3.0 

 
IDWpower = 5.0 

 
IDWpower = 4.0 

 

 

 
IDWpower = 4.0 

p7weight = 0.25 

P21weight = 1.0 

 

We can see that for any combination of the dependent variables p7 and p21 we can read a value 

of Q using the response surface. 



5 
 

Ensemble 

 

In the deterministic approach we create a surface by interpolating the multidimensional points. In 

the case of the IDW interpolation, all the scenarios in the ranking are used to determine the 

surface, each weighted according to the similarity to the "target". This provides us only one value 

for the forecast, and no indication about the certainty of the prediction. 

 

If, instead of interpolating the scenarios we would select the "n" most similar ones, we could 

consider that set an "ensemble". We could then look at the maximum and minimum values of the 

observed dependent variable and determine a range, or we could calculate the mean, the median, 

or the standard deviation.  

 

These results could also be represented as response surfaces, but instead of just one surface, we 

would have one surface for the minimum, other for the maximum, another for the mean, and so 

on. 

 

The following figure shows the resulting surfaces of such an ensemble Funes model. In this 

example, the ensemble is composed of the 30 closest observations to the point on the surface, 

and three result surfaces are shown: the max  value, the mean value, and the min value. As we 

mentioned above, other surfaces indicating percentiles, median, standard deviation, kurtosis, etc., 

can be easily produced. The advantage of using the model in ensemble mode is that it not only 

produces a forecast, but it also provides an estimate of the certainty of the prediction. 

 

 
value = max 

 
value = mean 

 
value = min 

 

Dimensional  

 

To provide an even deeper understanding of the forecast, we have implemented the 

"Dimensional" analysis. The goal of this analysis is to assess the probability of a given scenario 

to produce a result that exceeds a given threshold.   

 

This analysis is performed by evaluating each individual independent variable and then 

composing the results. 

 

The following figures illustrate how the analysis is performed for the independent variable "i". 

We are trying to determine the probability of obtaining a value over the threshold for different 

values of the independent variable. 
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In the first example (left) our independent variable "i" has a forecasted value of 1.6. If we look at 

the top-left quadrant, we can see that up to that value no observed scenario produced a result 

over the threshold. Based on that, we assume that the probability of obtaining a value over the 

threshold for that variable is 0%. 

 

In the second example (center) our independent variable "i" has a forecasted value of 6.2. If we 

look at the bottom-right quadrant, we observe that for values higher than that, all of the scenarios 

produced results over the threshold. Therefore, we assume that the probability of obtaining a 

value over the threshold for that variable is 100%. 

 

Finally, in the third example (right) our independent variable "i" has a forecasted value of 4. If 

we look at both quadrants described before, we find that we have scenarios in both. We can then 

assume that the probability of obtaining a value over the threshold for that variable is between 

0% and 100%. In our implementation we determine the actual probability by comparing the 

number of scenarios in each of the quadrants. 

 

 

 

 

 

Next, we repeat the same analysis for all the other independent variables, and we compose the 

probabilities we obtained into a global probability. The composition could be weighted, if 

relative weights are provided for each dimension. 

 

If the correlation between one of the independent variables and the dependent variable is 

negative (inverse), then the same analysis is valid by using the top-right and the bottom-left 

quadrants instead of the top-left and the bottom-right ones. 

Extrapolation  

 

One of the limitations of the Funes methodology is that it cannot predict results greater than the 

ones it "remembers". To provide it with such a capability we can implement a basic extrapolation 

method. In this method we exaggerate the values of observed scenarios by a factor, and also 

exaggerate the values of the observed dependent variable. If we expect linearity between the 

independent variables and the dependent variable, then we can use the same factor. But usually 

that linearity is not valid, so we use an "Extrapolation Power" to apply to the factor before 

applying it to the dependent variable. 
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Also, the correlation between some of the independent variables with the dependent variable 

could be positive (direct), negative (inverse), or even undetermined. In our method, if the 

correlation is direct we multiply the value by the factor, if it is inverse we divide it by the factor, 

and if it is undetermined we keep the same value. 

 

The following table demonstrates the method. 

 

In this example our scenarios are composed of a set of eight independent variables: iv1 to iv8. 

Some of them are inversely correlated to the dependent variable (Inverse = True), others are 

directly correlated (Inverse = False), and one is undetermined (Inverse = None). We also 

determined that the relationship is not linear, but quadratic (Extrapolation Power: 2). 

 

From our original scenario (8.1, 4.4, 4.8, 2.6, 4.5, 5.2, 4.1, 2.7) which corresponds to a dv = 

181.0, we want to create two extrapolated scenarios: one for a factor (multiplier) of 1.5 and the 

other for a factor of 2. 

 

 
 

Since iv1 has a direct correlation to dv, we apply the factor of 1.5 by multiplying the value of 

8.1, thus getting an extrapolated value of 12.2. In the case of iv2, given that the correlation is 

inverse, we divide 4.4 by 1.5, obtaining an extrapolated value of 2.9. 

 

Given that the extrapolating power is 2, we will multiply the value of dv by 1.5
2
 (= 2.25), and we 

obtain an extrapolated value of 407.3. 

 

Note: This extrapolation scheme is extremely basic, and it should be used with care. As time-

series get longer (thus expanding the memory of Funes), the extrapolation should be reduced. 
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Funes Universal  

 

To facilitate the creation of Funes models we have developed an application named "Funes 

Universal". With this application the user can manage time-series, analyze correlations, create 

scenarios, define extrapolations, calibrate the model using a variety of performance metrics, and 

implement an operational Funes model that will produce results for Deterministic, Ensemble, and 

Dimensional analysis. 

 

In the following figure we can observe the different modules of the application. Each module 

corresponds to one process of the workflow that creates the Funes model. We will discuss each 

one in detail. 
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Manager 
 

 
 

When we open Universal Funes we are positioned at the Manager module: 

 

In this module we will import the time-series of the variables we intend to use in our Funes 

model. 

 

Add... 
 

When we click on this button a new window is opened. In this window we can search for 

the file that contains the time-series. 

 

The time-series have to be simple tab separated files containing at least two columns: 

 

Column 1: 

- Date (or Date-time) 

 

Columns 2 to n: 

- Values of the variables 
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The columns must have headers, and all the rows must contain data (no empty values). 

"No data" values (for example -9999) should be placed where data is missing. 

 

Delete... 
 

When we select a time-series from the list and click on this button the time-series is 

removed from the model. 

 

Try it!  

1. Open the provided file "Togo_precip.txt" using a text editor like Notepad 

2. Examine the format 

3. Open Universal Funes by executing "FunesUniversal.exe" 

4. Click on the "Add..." button 

5. Search for the file "Togo_precip .txt" and select it 

6. Click on the "Open" button 

7. When prompted to provide a "No data value", write -9999. 

8. Check that "p1", "p2", "p4", "p7", "p14", "p21", "p145", and "p224" are displayed in the 

"Available time-series"  

9. Repeat steps 4 to 8 for the provided file "Inflow.txt" 
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Variables  
 

 
 

In the Variables module we can examine the time-series we imported, make some changes, and 

specify some parameters to be used by the Funes model. 

 

Select variable to edit 
 

Here we select the variable we want to edit. 

 

Name 
 

Here we can change the name of the variable. 

 

Dependent 
 

Checking this check-box indicates to our model which is the dependent variable (the one 

Funes will predict). 

 

Given that Funes can only have one dependent variable, if we had previously designated 

another variable as dependent, that one will be automatically changed to independent. 
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Active 
 

This check-box indicates if we want the variable to be included in the Funes model. 

 

Tip: Sometimes, during the definition or the calibration of the model we want to try 

different alternatives that include some of the independent variables and not others. 

Instead of adding and deleting time-series, we can just activate the ones we want to 

include, and deactivate the ones we donôt. 

 

Inverse 
 

Here we indicate if the variable has a direct or inverse correlation with the dependent 

variable. This is used by the extrapolation method. If we are not planning to use 

extrapolation, we can ignore this setting. 

 

Tip: If we are not sure what the correlation is, then we can click on the button "Show 

correlation with dependent" (see below). If the value of "rxy" (coefficient of correlation) is 

positive we can assume a direct correlation, and if it is negative we can assume an 

inverse correlation. 

 

Volumetric 
 

Funes has the ability to deal with time-series with different time-steps. To do so, it needs 

to know what kind of data the value represents, namely a total volume during the time-

step (as is common in precipitation records) or an average of the state of the variable 

during the time-step (like temperature, streamflow, etc.). For each of these cases, Funes 

needs to perform a different calculation when changing the length of the time-step. For 

example, given a time-step of 1 hour, with a value of 22 mm of precipitation, if Funes 

needs to calculate the values for a time-step of 1/2 hour, it would create two time-steps of 

11 mm each. On the other hand, given a time-step of 1 hour, with a value of 230 m3/s of 

streamflow, if Funes needs to calculate the values for a time-step of 1/2 hour, it would 

create two time-steps of 230 m3/s each. The former, precipitation, is a "volumetric" 

variable, while the latter, streamflow, is not. 

 

Weight 
 

Here we indicate the relative weight we want to give the variable. 

 

Funes doesnôt believe that "all variables are born equal", so we can decide to give 

different weights to different variables. This gives us a more sensible alternative than the 

ñactive/inactiveò option. 

 

Tip: The value of ñrxyò obtained by clicking ñShow correlation with dependentò (see 

below) can give us a first idea of how important the variable is. Nevertheless, we could 

find models in which an individual variable doesnôt seem to be strongly correlated to the 
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dependent variable but still have a relevant significance through an indirect effect 

(combined with other variable(s)). 

 

Show time-series 
 

This button creates a graph displaying the time-series. 

 

Tip: All the graphs in Universal Funes can be explored by zooming and panning. They 

can also be saved as images in different formats 

 

Show correlation with dependent 
 

This button will display a scatter-plot showing the selected variable versus the dependent 

variable. It will also calculate the linear correlation coefficient (rxy). 

 

Tip: As mentioned above, this graph can be useful to determine the type of correlationð

direct or inverseðand the weight to be assigned to each variable in the Funes model. 

 

First Record 
 

Here we can see the date of the first record in the time-series. 

 

Last Record 
 

Here we can see the date of the last record in the time-series. 

 

Number of Records 
 

Here we can see the total number of records in the time-series. 

 

Time Step 
 

Funes will check if the time-series has an uniform time-step, and will report it here. If the 

time-step is not uniform, here will be reported as "irregular". 

 

Note: Funes can deal with time-series with irregular time-steps. This will work just fine if 

we have time-steps in the same order of magnitude, notwithstanding, if the time-steps are 

too different (for example, one time-step is one day, while the next one is one month), the 

results will be unreliable. If our time-series has long periods of missing data, these 

should be represented by records with "no-data". 

 

Number of No-data Records 
      

Here we can see the number of records in the time-series that were labeled "no-data" (for 

example, "-9999"). 
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Try it!  

1. Select variable "Inflow" 

2. See that by default is not "Dependent", is "Active", not "Inverse", not "Volumetric", and 

has been assigned a "Weight" of 1.0 

3. Check "Dependent" 

4. Go to the Manager module: In the list, the variable "Inflow" must have a star indicating 

it is the dependent variable. 

5. Go back to the Variables module: 

6. Select the variable "p1" 

7. Click on "Show time-series" 

8. Click on "Show correlation with dependent" 

 

 

  

 

 

 

 

  




































