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A novel approach to creating rapid and affordable forecasting models

"Funes not only remembered every leaf on every tree of every wood,
but even every one of the times he had perceived or imagined it."
CW2NHS [dzia . 2NHS& Ay acCdz
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A Brief Description of the Funes Methodology

AFuneso i s a gte referrto stnplé neodets that dorecast the value of a variable
(dependent variable) by looking at the forecast of one or several correlated variables
(independent variables) and searching for similar patterns in the historical records. In a certain
way, a Funes model is a computerized version of the "elder of the tribe", who recalls events from
the past, and uses that knowledge to forecast the future whenever he faces patterns he recognizes.

The most important traits of a Funes model are its simplicityits ability to use all sorts of

data: time series from different sources, with different precision, units, or spacing can be
seamlessly integrated into a Funes model. Typical implementations produce rurortirties

order of milliseconds, and they onlgquire basic computational power. It goes without saying

that, as in any model, the quality of its outputs is highly dependent on the quality of its inputs. In

a Funes model the quality of the inputs can be assessed by the correlation between the patterns
defined by the independent variables and the value of the dependent variable.

Basic Concepts of the Funes Methodology

The Funes algorithm works by comparing forecastedasoes to observed scenariosséenario

is a set of variables (independent varsblthat are somehow correlated to a variable we want to
forecast (ependent variable). Usually, scenario consists of the values of the variables
corresponding to the same time.

The variables, both independent and dependent, usually oortie form oftime-series. A
scenario, therefore, is obtained togversingall the timeseries at a given tim&o be useful to

Funes, an observed scenario must have a corresponding observed value of the dependent
variable.The following figureillustratesthese concdp.
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Date p1 p2 pa p7 pia p21 p14s p224 Inflow
08/11/2012 12.9875 6.6625 4.01875 2.589286| 6.85625| 8.378571 3.646293 2.502455 257
08/12/2012 10.275 11.63125 6.3625 4 6.4375] 8.445833 3.717155 2.548326 347
08/13/2012 0.1 5.1875 5.925 4.014286| 6.147321| 7.661905 3.717845 2.548772 340
scenario 08/14/2012  0.075  0.0875 5.859375 3.789286 6.125893| 6.540476 3.718362 2.549107 288 observed value
012 19875 9975 758125  6516.17678617.159524 3. 637, -

08/16, 012| 0.5875 10.23125 5.159375 6.31964 5.24375) 7.166071 3.859483 2.640458 214
08/17/2012 0 0.29375 5.134375 6.271429| 5.24375) 6.181548 3.859483 2.640458 275
08/18/2012 0 0 5.115625 4.416071] 3.502679 | 6.042857 3.839397 2.640458 263
08/19/2012 3.475 1.7375 1.015625 3.444643| 3.722321| 5.439881 3.863362 2.655971 182
08/20/2012 5.625 4.55 2.275 4.233929) 4.124107) 5.509524 3.902155 2.681083 153
08/21/2012 0 2.8125 2.275 4.223214| 4.00625 | 5.491667 3.902155 2.681083 164
08/22/2012 8.7625 4.38125 4.465625 2.635714] 4.5678574.996429 3.962586 2.720201 181
08/23/2012 1.8625 5.3125 4.0625 2.817857| 4.56875|4.435119 3.975431 2.728516 157
08/24/2012 2.35 2.10625 3.24375 3.153571 4.7125] 4.547024 3.991638 2.739007 198
08/25/2012 7.2375 4.79375 5.053125 4.1875| 4.301786 | 3.730952 3.998707 2.771317 244
08/26/2012 3.4375 5.3375 3.721875 4.182143) 3.813393 | 3.875595 4.020431 2.786663 233
08/27/2012 25.0375 14.2375 9.515625 6.955357] 5.594643 | 5.067857 4.187414 2.898438 273
08/28/2012 3.375 14.20625 9.771875 7.4375) 5.830357 5.15 4.173966 2.913504 294
08/29/2012 0.1875 1.78125 8.009375 6.2125 4.424107 5.116071 4.173966 2.914342 317
08/30/2012 3.725 1.95625 8.08125 6.478571] 4.648214| 5.205357 4.199655 2.930971 339
08/31/2012 5.9125 4.81875 3.3 6.9875] 5.070536 | 5.470833 4.240431 2.957366 302
09/01/2012 3.55 4.73125 3.34375 6.460714) 5.324107 5.021429 4.179052 2.973214 311
09/02/2012 13.6125 8.58125 6.7 7.914286| 6.048214 ) 5.180357 4.237241 3.03231 308
09/03/2012 0.275 6.94375 5.8375 4.376786| 5.666071| 5.18869 4.211724 3.033538 345
09/04/2012 5.2375 2.75625 5.66875 4.642857| 6.040179 | 5.434524 4.247845 3.05692 359
09/05/2012 4.775 5.00625 5.975 5.298214| 5.755357 | 4.715476 4.280776 3.078237 330
09/06/2012 18.6125 11.69375 7.225 7.425) 6.951786] 5.57381 4.409138 3.161328 438
09/07/2012 8.05 13.33125 9.16875 7.730357| 7.358929 | 5.957143 4.464655 3.197266 478
09/08/2012 2.575 5.3125 8.503125 7.591071] 7.025893 | 6.079762 4.482414 3.208761 488
09/09/2012 5.1375 3.85625 8.59375 6.380357) 7.147321| 6.158929 4.494483 3.231696 422
na/1n/2012 2 475 2 7125 4 S4ARR7S A AR7S| S 522142 ] A NNASAR 4 S1NAN2 2 2427522 275

b S time-series

In thisefigure we show a model that uses precipitation data, aggregated by different time periods
(pl...p224), as independent variables, and the inflow to a dam as the dependent variable we want
to forecast. Funes will be then be provided witleggitation forecasts, with which it will
generate a forecasted scenario (pl...p224), sometimes called "target" scenario. Next, it will
navigate the set of observed (historical) scenarios assessing the similarity between each of them
and the "target". Aftethis analysis it builds a ranking of similarity. With that ranking it can
perform two types of calculation: Deterministic or Ensemble.

Deterministic

Since ascenario is a set of values, we could consider it a "multidimensional pemteeach
indepemlent variableaepresents different dimension of the space where these points would be
located. If we also add the dependent variable as a dimension, then we can interpolate these
points to create a "response surfaddiis response surface constitutes tnemory" of Funes.

With this surface we can forecast a value for the dependent variable by finding the location of
the forecasted scenario on it.

To illustrate the methodology, in the following figures we can observe the response surface of a
simplified version of the Funes inflow forecasting model developed for the Nangbeto Dam in



Togo. The original model consisted five independent variables -(lay, 14day, 2tday, 56

day, and 224lay mean precipitation of the average of eight pluviometers), and one dependent
variable, the inflow Q. This resulted in adBnensional response surface, which is impossible to
visualize in a graph. In this examplee are only using lay and 24day, so it resulttnh a 3
dimensional response surface.

In the following figure we can observe the response surfaces chaatisthg different powers in

an "Inverse Distance Weighted" (IDW) interpolation. Also, in the bottigimt we can see the
effect of using different weights for each dimension, which is mathematically equivalent to
"stretching"” the space differently in each direction before applying the interpolBtisnallows

the incorporation of loosely correlated Nadies into the model, by assigning to it a lower weight
than the one assigned to highly correlated variables.

p21 [mm] p21 [mm]

IDWpower = 5.0

p21 [mm] p21 [mm]

IDWpower = 4.0 IDWpower = 4.0
p7weight = 0.25
P21weight = 1.0

We can see that for any combinatiortted dependent variables p7 and p21 we can read a value
of Q using the response surface.



Ensemble

In thedeterministicapproach we create a surface by interpolating the multidimensional points. In
the case of the IDW interpolation, all the scenarioshe ranking are used to determine the
surface, each weighted according to the similarity to the "target". This provides us only one value
for the forecast, and no indication about the certainty of the prediction.

If, instead of interpolating the scenaiave would select the "nthost similar ones, we could
consider that set an "ensemble”. We could then look at the maximum and minimum values of the
observed dependent variable and determine a range, or we could calculate the mean, the median,
or the standar deviation.

These results could also be represented as response surfaces, but instead of just one surface, we
would have one surface for the minimum, other for the maximum, another for the mean, and so
on.

The following figure shows the resulting swés of such an ensemble Funes model. In this
example, the ensemble is composed of the 30 closest observations to the point on the surface,
and three result surfaces are shown:rntax value, themeanvalue, and thenin value. As we
mentionedabove othersurfaces indicating percentiles, median, standard deviation, kurtosis, etc.,
can be easily produced. The advantage of using the model in ensemble mode is that it not only
produces a forecast, but it also provides an estimate of the certainty of thagredict
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Dimensional

To provide an even deeper understanding of the forecast,have implemented the
"Dimensional” analysis. The goal of this analysis is to assess the probability of a given scenario
to produce a result that exceeds a given threshold.

This analysis is performed by evaluating each individual independent variable and the
composing the results.

The following figuresllustratehow the analysis is performed for the independent variable "i".
We are trying to determine the probability of obtaining a value over the threshold for different
values of the independent variable.



In the first example (left) our independent variable "i"* has a forecasted value of 1.6. If we look at
the topleft quadrant, we can see that up to that value no observed scenario produced a result
over the threshold. Based on that, we assume that thebjiiybaf obtaining a value over the
thresholdor that variablas 0%.

In the second example (center) our independent variable "i" has a forecasted value of 6.2. If we
look at the bottonright quadrant, we observe that for values higher thanahatf the scenarios
produced results over the threshold. Therefore, we assume that the probability of obtaining a
value over the threshofdr that variablas 100%.

Finally, in the third example (right) our independent variable "i" has a forecasted value of 4. If
we look at both quadrantiescribeefore, we find that we have scenarios in both. We can then
assume that the probability of obtaining a value over thesitmdfor that variableis between

0% and 100%. In our implementation we determine the actual probability by comparing the
number of scenarios in each of the quadrants.

w
&
3

S NN W
S ¥ &8
8 &3 8

&
dependent variable

dependent variable

=
b=

50

Next, we repeat the same analysis for all the other independent variablese amompose the
probabilities we obtained into a global probability. The composition could be weighted, if
relative weights are provided for each dimension.

If the correlation between one of the independent variables and the dependent variable is
negatie (inverse)thenthe same analysis is valid by using the-tigit and the bottorheft
guadrants instead of the ttgft and the bottormight ones.

Extrapolation

One of the limitations of the Funes methodology is that it cannot predict results greater than the
ones it "remembers". To provide it with suzbapability we can implement a basic extrapolation
method. In this method we exaggerate the values of obseoedhrios by a factor, and also
exaggerate the values of the observed dependent variable. If we expect linearity between the
independent variables and the dependent vari#tidewe can use the same fact&ut usually

that linearity is not valid, so wesa an "Extrapolation Power" to apply to the factor before
applying it to the dependent variable.



Also, the correlation between some of the independent variables with the dependent variable
could be positive (direct), negative (inverse), or even undetednim our method, if the
correlation is direct we multiply the value by the factor, if it is inverse we divide it by the factor,
and if it is undetermined we keep the same value.

The following table demonstrates the method.

In this example our scenariase composed of a set of eight independent variabiggo iv8.
Some of them are inversely correlated to the dependent varlabkyse = Trug, others are
directly correlated Iiverse = Falsg and one is undeterminednyerse = Nong We also
determined that the relationship is not linear, but quadiaxtrgpolation Power: P

From our original scenario (8.1, 4.4, 4.8, 2.6, 4.5, 5.2, 4.1, 2.7) which correspondl to a

181.0, we want to create two extrapolated scenarios: one for a faxtibiplier) of 1.5 and the
other for a factor of 2.

Extrapolation Power: 2

vy v, vy vy ivg ivg vy ivg dv
Inverse | False True None False True True True False ‘
Original scenario
[ 81 4.4 48 2.6 45 5 41 27 | 181.0
[Extrapolated scenarios
Multipliers| 1.5 12.2 2.9 4.8 3.9 3.0 3.5 2.7 4.1 407.3
2 16.2 2.2 4.8 5.2 2.3 2.6 2.1 5.4 724.0

Sinceivl has a direct correlation ttv, we apply the factor of 1.5 by multiplying the value of
8.1, thus getting an extrapolated value of 12.2. In the cas2,dfiven that the correlation is
inverse, we divide 4.4 by 1.5, obtaining an extrapolated value of 2.9.

Given that the extrapolating power is 2, we will multiply the valuevaby 1.5 (= 2.25), and we
obtain an extrapolated value of 407.3.

Note: This extrapolation scheme is extremely baand it should be used with care. As time
series get longer (thus expanding the memory of Funes), the extrapolation should be reduced.



Funes Universal

To facilitate the creation of Funes models theve developed an application named "Funes
Universal”. With this application the user can manage-8erées, analyze correlations, create
scenarios, define extrapolations, calibrate the model using a variety of performance metrics, and
implement an operational Funes model that will produce refsulBeterministic, Ensemble, and
Dimensional analysis.

In the following figure we can observe the different modules of the application. Each module
corresponds to one process of the workflow that creates the Funes model. We will discuss each
one indetail.
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@ Fures | i)
File Help
Manager| Variables | Correlation| Parameters| Performance [Model
& ow
Percentage of Datato Use: 100 € Closest
€ Max
samgm °
Mean
Sample Percentage:  [100 & Mt

€ Min

Run | Comelation

Export Selected Results

oW

Volume:N/A RMSEN/A  Hits N/A  Misses: VA False Alams: /A Nash-Suteliffe: N/A

Closest

Volume: /A RMSEN/A  Hitsi N/A  Misses:NVA  False Alarms: /A Nash-Sutcliffe: N/A

Max

Volume:N/A  RMSEN/A  Hits: N/A Misses: /A False Alarms: N/A  Nash-Sutcliffe: N/A

Mesn

Volume:N/A RMSEN/A  Hits: N/A  Misses: /A False Alams: /A Nash-Sutcliffe: N/A

Median

Volume: /A RMSEN/A it N/A  Misses:NVA  False Alarms: /A Nash-Sutcliffe: N/A

Min

Volume: /A RMSEN/A  Hits N/A  MissesiN/A  False Alarms: /A Nash-Sutcliffe: N/A

Status: Ready

Copy to the Clipboard

Export
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Fie Help
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e Cloamet:
M Mearc
Mecdinr: Min:
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Manager

i N
3 Funes EI_IE
File Help
Manﬁger|Variables|CorreIation Parameters PerformancelModeI|
Available time-series
=
Add... Delete...
Status: Ready

When we open Universal Funes we are positioned at the Manager module:

In this module we will import the timseries of the variables we intend to use in our Funes
model.

Add...

When we click on this button a nemindow is opened. In this window we can search for
the file that contains the tirrgeries.

The timeseries have to be simple tab separated files containing at least two columns:

Column 1:
- Date (or Datdime)

Columns 2 to n:
- Values of the variables

10



Delete...

Try it

ONOORAWNE

©

The columns must have headers, and all the rows must contain data (no empty values).
"No data" values (for exampt©999) should be placed where data is missing.

When we select a timseries from the list and click on this button the tisegies is
removed from the model.

Open the provided file "Togo_precip.txt" using a text editor like Notepad
Examine the format

Open Universal Funes by executing "FunesUniversal.exe"

Click on the "Add..." button

Search for the file "Togo_precip .txt" dselect it
Click on the "Open" button

When prompd to provide a "No data valugirite -9999.

Check that "p1"/p2", "p4", "p7", "pl4", "p21", "pl45", and "p224" are displayed in the
"Available timeseries"

Repeat steps 4 to 8 for the provided file [dnf.txt"

11
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Variables

r -
ﬁ Funes l = S

File Help

| Manager| Variables |Corre|ation I Parametersl Pen‘ormancel Muodel |

Select variable to edit Name:

| IZI Source:

[ Dependent

[~ Active

Inverse: IZ|

[ Volumetric

Weight:

Show time-series

Show correlation with dependent

First Record:

Last Record:
Mumber of Records:
Time Step:

Mumber of Mo-data Records:

Status: Ready

In the Variables module we can examine the iseees we imported, make some changes, and
specify some parameters to be used by the Funes model.

Select variable to edit

Here we select the variable we want to edit.
Name

Here we can change the name of the variable.
Dependent

Checking this checbkox indicatego our model which is the dependent variable (the one
Funes will predict).

Given that Funes can only have one dependent variable, if we had previoushatkesig
another variable as dependent, that one will be automatically changed to independent.

13



Active

This checkbox indicates if we want the variable to be included in the Funes model.

Tip: Sometimes, during the definition or the calibration of the medelwant to try
different alternatives that include some of the independent variables and not others.
Instead of adding and deleting tirseries, we can just activate the ones we want to
include,anddeact i vate the ones we donodt.

Inverse

Here we indicatef the variable has a directr inverse correlation with the dependent
variable. This is used by the extrapolation method. If we are not planning to use
extrapolation, we can ignore this setting.

Tip: If we are not sure what the correlatias, thenwe can click on the button "Show
correlation with dependent” (see below). If the value gFf (coefficient of correlationjs
positive we can assume a direct correlation, and if it is negative we can assume an
inverse correlation.

Volumetric

Funes has thebdity to deal with timeseries with different timsteps. To do so, it needs
to know what kind of data the value represenamely a total volume during the time
step (as9 common in precipitation records) or an average of the state of the variable
during the timestep (like temperature, streamfloatc). For each of tese cases~unes
needs to perform a different calculation when changing the length of thestimeFor
example, given a timstep of 1 hour, with a value of 22 mm of precipitation, uh&s
needs to calculate the values for a tistep of 1/2 hour, it would create two tiraeps of

11 mm each. On the other hand, given a st&p of 1 hour, with a value of 230 m3/s of
streamflow, if Funes needs to calculate the values for agiapofl/2 hour, it would
create two timesteps of 230 m3/s each. The former, precipitation, is a "volumetric"
variable, while the latter, streamflow, is not.

Weight
Here we indicate the relative weight we want to give the variable.
Funes does n g4l vaniablesi aeevbern e¢ghall,tso we can decide to give
different weights to different variables. This gives us a more sensible alternative than the
Aactivel/inactiveo option.
Tip: The value of Arxyo obtained by c@3eecking

below) can give us a first idea of how important the variablé&evertheless, we could
find models in which an individual theari abl

14



dependent variable but still have a relevant significance throughndirect effect
(combined with other variable(s)).

Show timeseries
This button creates a graph displaying the tgeges.

Tip: All the graphs in Universal Funes can be explored by zooming and panning. They
can also be saved as images in different &asm

Show correlation with dependent

This button will display a scattgrot showing the selected variable versus the dependent
variable. It will also calculate the linear correlation coefficient (rxy).

Tip: As mentioned above, this graph can be useful to determine the type of cordelation
direct or inversé and the weight to be assigned to each variable in the Funes model.

First Record

Here we can see the date of the first record in the $ignies.
Last Reord

Here we can see the date of the last record in thes@mes.
Number of Records

Here we can see the total number of records in thegaries.
Time Step

Funes will check if the timseries has an uniform tinstep, and will report it here. the
time-step is not uniform, here will be reported as "irregular".

Note: Funes can deal with timseries with irregular timesteps. This will work just fine if
we have timesteps in the same order of magnitude, notwithstanding, if thestieps are

too different (for example, one tinstep is one day, while the next one is one month), the
results will be unreliable. If our timseries has long periods of missing data, these
should be represented by records with-taia".

Number of Noedata Records

Here we can see the number of records in the-sienes that were labeled "nlata" (for
example, *©9999").

15



Try it!

N =

how

© N o

Select variable "Inflow"

See that by default is not "Dependent", is "Active", not "Inverse"”, not "Volumetric", and

has been assigned"weight" of 1.0
Check "Dependent”

Go to the Manager module: In the [ighe variable'Inflow" must have a star indicating

it is the dependent variable.

Go back to the Variables module:
Select the variable "p1"

Click on "Show timeseries"

Click on "Show coelation with dependent”

Status: Ready

B Funes Uriversal JESS)
Fite
Manager Variables |Comelation | Parsmeters | Pesformance| Model

Select varisble to edit Name:  [infiow

o E] goume cotmershtdenties e Foncs WiRepors Totoda Dsarams

 Dependent
W Active

e [roee 5]

I Volumetsic

Weight 1]

st Record: 2012-08-11 00:00:00
Last Record: 2017-05-27 00:00:00
Number of Records: 1751
Time Step: 1 day, 0:00:00

Number of No-dst Records: 0

D Fures Universa

File Help

Manager| ¥ariables |Cormelation | Parameters | Pesformance | Model

Select varisble to edit

" g

Status: Ready

Name: gl
Source: C:/Users/hdokder/Fies/Projects/Funes WB/Reports/Tutorial_Data/Togo_precip.ont
I Dependent

¥ Active

e [ribe 2]

™ Volumetric

weight: 1

First Record: 2012-08-11 0:0000

Last Record: 2017-05-27 00:00:00
Number of Records: 1751
Time Step: 1 day, 0:0000

Number of Ne-data Records: 0
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